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ABSTRACT

The decadal response of the ventilated thermocline to surface buoyancy forcing is investigated, using simplified mixed layer thermodynamics and two-layer planetary geostrophic dynamics. The model is forced by a stationary Ekman pumping and a fluctuating sea surface density, while the associated surface buoyancy flux is diagnosed from the buoyancy budget of ventilated columns. The decadal forcing is represented as a slow modulation of the seasonal cycle, rather than a slow periodic forcing as in Liu and Pedlosky. It is found that the amplitude and the degree of nonlinearity of the interior response depend on the anomalies of the yearly averaged surface buoyancy flux, but that omitting the seasonal cycle leads to an overestimation of the thermocline variability by a factor of 2. At periods longer than 10 years, the interior response becomes linear and frequency independent so that in the presence of stochastic buoyancy forcing the spectrum of potential vorticity or interface displacement is white at low frequency and red at high frequency. A statistical signature of the buoyancy forcing is the asymmetric shape of the cross-covariance function between sea surface density and interface displacement anomalies in lead and lag conditions.

1. Introduction

In his seminal study of the ventilation of the subtropical gyre, Stommel (1979) discussed how the seasonally varying properties of the surface mixed layer affect the ocean interior, and showed that only water subducting in early spring could penetrate the permanent thermocline and avoid being reentrained in the mixed layer during the following fall and winter. This selection process, known as Stommel’s demon, was shown to operate in the North Atlantic subtropical gyre in the observations (Marshall et al. 1993) and numerical models (Williams et al. 1995), with an effective subduction period of about one month. Year-to-year variations of mixed layer properties at the end of winter are thus likely to produce changes in the ventilated interior. Deser et al. (1996), indeed, suggested that the decade-long cooling and deepening of the mixed layer that was observed in the 1980s in the central North Pacific would penetrate to greater depth through ventilation, while Miller et al. (1994) had shown that, if surface heat flux and wind anomalies were responsible for the surface cooling, the subduction of the thermal anomalies would be consistent with the mean currents. In a similar way, New and Bleck (1995) proposed that a large part of the low-frequency variability observed in the first 1000 m of the North Atlantic by Levitus (1989) could result from the subduction of water from a colder mixed layer without requiring changes in Ekman pumping.

From a theoretical point of view, little attention has been given to the buoyancy forcing of the thermocline. Using a normal mode approach, Frankignoul and Müller (1979) suggested that stochastic forcing by buoyancy flux was much smaller than by Ekman pumping in the wavenumber–frequency range of geostrophic eddies, while Liu and Pedlosky (1994, hereafter LP), using a two-layer planetary geostrophic model, argued that, at decadal frequencies, buoyancy forcing would dominate wind forcing in the ventilated area. However, the large range of amplitude given to the prescribed displacement of the first layer outcrop line was not related to the sea surface density or surface buoyancy flux variations, so the relevance of their predictions to the observations was unclear. Moreover, since the seasonal cycle of the mixed layer was not represented, the physics of the interannual fluctuations of the mixed layer depth, which is representative of the year-to-year changes of the mixed layer depth at the end of winter, according to Stommel’s demon, needs to be clarified. The aim of this paper is to estimate more quantitatively the thermocline response to low-frequency buoyancy forcing, using a crude but more realistic representation of the mixed layer that takes into account its seasonal cycle, which will be shown to reduce the interior variability by a factor of 2. The model is otherwise a straightforward extension...
of that of LP, and it is also forced by the fluctuations in the surface density rather than the buoyancy flux. However, the latter is diagnosed with a simple thermodynamic subduction model.

The structure of the paper is as follows: Section 2 presents the governing equations and the mixed layer model. Section 3 is devoted to the diagnostic of the surface buoyancy flux. The model response to a decadal modulation of the annual migration of the outcrop line is presented in section 4, and a stochastic forcing experiment in section 5. The main results are discussed in section 6.

2. A model of the ventilated subtropical gyre

a. The gyre model

The thermocline model consists of two adiabatic layers of constant density \( \rho_1 \) and \( \rho_2 \) below a surface mixed layer, whose density \( \rho_m \) and depth \( h_m \) are only functions of time and latitude, and which includes an infinitely thin Ekman layer at the top (Fig. 1). As in LP, the model has a free surface \( \xi \) and the depth \( H \) of the thermocline bottom is taken as a constant. The Coriolis parameter is used as meridional coordinate. The model subtropical gyre extends from \( x_w \) to 0, \( f_s \) to \( f_N \), and the \( \beta \)-plane approximation is used. For such a two-layer model, a constant meridional gradient is best suited for both \( \rho_m \) and \( h_m \). Defining \( f_{sub}(t) \) as the \( f \) coordinate of the first layer outcrop line, we choose to satisfy \( \rho_m(f, t) = \rho_1 \) at \( f = f_{sub}(t) \), which leads to

\[
\begin{align*}
\rho_m(f, t) &= \rho_1 + \mu_1 |f - f_{sub}(t)| \quad (1) \\
h_m(f, t) &= d(t) + \mu_2 |f - f_{sub}(t)|, \quad (2)
\end{align*}
\]

where \( \mu_1 \) and \( \mu_2 \) are the constant meridional gradients of density and depth of the mixed layer, and \( d \) its depth at the outcrop line, which is a model variable whose calculation is described below. Since \( d \) varies, \( h_m \) is not entirely specified in terms of \( f_{sub} \), contrary to \( \rho_m \). The buoyancy forcing is modeled by prescribing the outcrop line displacement, which is thus equivalent to specifying the surface density. Since \( \mu_1 \) and \( \mu_2 \) are positive, the mixed layer deepens (shoals) and cools (warms) when the outcrop line moves toward the south (north). The ratio of mixed layer density and depth changes is \( \mu_1/\mu_2 \).

For the standard model parameters listed in Table 1, this corresponds to a 15-m depth variation for a 1°C sea surface temperature (SST) anomaly. Note that (1) and (2) are longitude independent and that the mixed layer depth and density fluctuations are also latitude independent.

To emphasize the buoyancy forcing effects, the Ekman pumping is time independent:

\[
w_e = w_e(f) = \frac{4w_0 (f - f_N)(f - f_s)}{(f_N - f_s)^2} \quad (3)
\]

with a maximum amplitude \( w_0 \) at \( f = (f_N + f_s)/2 = f_m \). The zonal and meridional Ekman transports satisfy

\[
\begin{align*}
U_e &= 0 \\
V_e &= \frac{4w_0}{\beta(f_N - f_s)^2} \\
&\quad \times \left[ \frac{(f - f_m)^3}{3} - f_m(f^2 - f_s) + f_nf_s(f - f_m) \right]. \quad (4)
\end{align*}
\]

Since \( f_{sub} \) and \( w_e \) are prescribed, the unknowns are the free surface \( \xi \), the depth \( h \) of the interface between the two thermocline layers, and the mixed layer depth \( d \) at the outcrop line. The model differs from that of LP since 1) the moving outcrop line is explicitly related to the mixed layer depth and density, 2) the mixed layer depth \( d \) at the outcrop line is not prescribed but calculated, and 3) the Ekman pumping varies with latitude, allowing recirculation zones and a distinction between subpolar and subtropical gyres.

To derive the governing equation for the interface depth, first consider the dynamic pressures, given in each layer by the integration of the hydrostatic equation

\[
\begin{align*}
\frac{p_1}{\rho_0} &= \gamma \eta + \gamma_m h \\
\frac{p_1}{\rho_0} &= \gamma \eta - \gamma_m h_m \\
\frac{p_2}{\rho_0} &= \gamma(\eta - h) - \gamma_m h_m, \quad (5)
\end{align*}
\]

where the reduced gravity between layers 1 and 2 and
between the mixed layer and layer 1 are denoted respectively by \( \gamma = g(\rho_S - \rho_m)\rho_o \) and \( \gamma_m = g(\rho_S - \rho_m)\rho_o \) (\( \rho_o \) is the reference density), and the rescaled free surface \( \eta \) is defined by \( \gamma \eta = g \xi \). Geostrophic balance in each layer yields

\[
(u_n, v_n) = \frac{1}{f \rho_o} (-p_{ov}, p_{ov}) \quad \text{with} \quad \alpha = m, 1, 2. \tag{6}
\]

Defining the barotropic pressure \( p_B \) from

\[
H v_B = (H - h) v_2 + (h - h_m) v_1 + \int_{-h_m}^{0} v_m \, dz
\]

\[
= \frac{H}{\rho_o} \mathbf{k} \times \nabla p_B, \tag{7}
\]

one obtains, after using (5) and (6),

\[
p_B = \frac{1}{2H} [\gamma_m h_m^2 + \gamma (H - h)^2 + 2H(\gamma \eta - \gamma_m h_m)]. \tag{8}
\]

Assuming that the barotropic circulation is in Sverdrup equilibrium

\[
(H - h) v_2 + (h - h_m) v_1 + \int_{-h_m}^{0} v_m \, dz = \frac{f w_r}{\beta} \tag{9}
\]

and integrating (9) along the \( x \) axis with a zero barotropic transport at the eastern boundary, one gets

\[
p_B = \frac{f^2 w_r x}{\beta H}. \tag{10}
\]

Equations (8) and (10) enable one to express \( \eta \) in terms of \( h \) and \( \gamma_m, h_m \). The evolution equation for \( h \) is the conservation of the lower-layer potential vorticity \( q = f/(H - h) \) (hereafter PV) south of the outcrop line

\[
\frac{\partial q}{\partial t} + u_n \frac{\partial q}{\partial x} + \beta v_n \frac{\partial q}{\partial f} = 0 \quad \text{for} \quad f \leq f_{sub}(t). \tag{11}
\]

This equation can be written in characteristic form, which determines the different dynamical regions of the gyre. Here we concentrate on the ventilated zone, where the lower-layer columns originate from the outcrop line. This region is bounded by a shadow zone, for which the characteristics of (11) emanate from the eastern boundary, and a recirculation zone for which they emanate from the western boundary. The boundaries between the three dynamical regions (Fig. 1a) are denoted by \( x_{SZ}(f, t) \) and \( x_{RZ}(f, t) \) and their calculation is left to the appendix, where \( h \) is shown to be independent of \( x \) in the ventilated region. Then, from (5), (6), and (8) the meridional velocity in all layers is equal to the barotropic meridional velocity \( v_B \):

\[
v_1 = v_2 = v_m = v_B = \frac{f w_r}{\beta H} \quad \text{for} \quad f \leq f_{sub}(t) \tag{12}
\]

A similar relation holds north of the outcrop line [use (5), (6) and (8) with \( h = h_m \)]:

\[
v_2 = v_m = v_B \quad \text{for} \quad f \geq f_{sub}(t). \tag{13}
\]

Because of the flat thermocline bottom and the \( x \) dependence of the mixed layer depth and density, the lower-layer PV at the outcrop line or subducted PV, \( q_{sub} = f_{sub}/H - d \), is only a function of time. From (12), the lower-layer meridional velocity is, as \( w_r \), \( x \) independent. Hence, meridional advection does not lead to any zonal variations of PV in the ventilated zone. Equation (11) simplifies to

\[
\frac{\partial h}{\partial t} + \frac{f w_r}{H} \frac{\partial h}{\partial f} = -\left(1 - \frac{h}{H}\right) w_r \quad \text{for} \quad f \leq f_{sub}(t) \tag{14}
\]

with the moving boundary condition

\[
h(f, t) = d(t) \quad \text{at} \quad f = f_{sub}(t). \tag{15}
\]

The interior dynamics has been greatly simplified. The response to Ekman pumping consists in a local deep-
Fig. 2. Schematic of the outcrop line displacement (24), shown as a cosinelike curve, and associated time and \( f \) coordinate. In the course of year \( n \), the latitude reached by columns subducting during the detrainment period \([t^*, t^0]\) is indicated by the arrows. Only columns subducted before \( t^0 \) subducted before reach the permanent thermocline. Note the variable position of the outcrop line from one winter to the next.

Fig. 3. Illustration of the convective adjustment scheme. At time \( t + \delta t \) (right) the column \( C_1 \) that has subducted at time \( t \) (left) reaches a higher latitude than the outcrop line, which generates a gravitational instability. This deepens the mixed layer to the top of column \( C_2 \), which was previously subducted.

The computation of \( d \) is based on the buoyancy budget of the mixed layer during the detrainment period, and on the convective adjustment scheme of LP during the entrainment one (Fig. 3). During detrainment, the local variation of the mixed layer buoyancy is only due to advective or surface inputs. Since the mixed layer buoyancy is longitude independent, this can be written below the Ekman layer, using (12):

\[
\frac{\partial \gamma_m}{\partial t} + \beta h_m \frac{\partial \gamma_m}{\partial f} = B_m - B_s, \tag{18}
\]

where \( B_m \) is the surface buoyancy flux and \( B_s = -\beta V_x \mu /ho_0 \) the Ekman buoyancy transport. Following the outcrop line \( f_{sub}(t) \) where \( \rho_m = \rho_1 \) and \( h_m = d \), (18) can be written as:

equation details

\[
\frac{df_{sub}}{dt} = \beta \nu_b \left( f_{sub} \right) = 0 \quad \text{at} \quad t = t_0, t_2.
\tag{17}
\]

This is schematically depicted in Fig. 2 for a general case with a slow modulation of the seasonal cycle (section 4). For the parameter values listed in Table 1, subduction occurs between 28 February and 2 September, but only water columns subducted before mid April (time \( t_1 \)) penetrate permanently into the interior, the others being reentrained in the mixed layer during the following entrainment period \([t_2; t_0 + 1]\) (Fig. 2). The effective subduction period \([t_0; t_1]\) lasts about one month, in agreement with Stommel’s demon.

For simplicity, following LP we model the annual migration of the outcrop by a harmonic oscillation,

\[
f_{sub}(t) = f_m [1 - a \cos(2\pi t)], \tag{16}
\]

where time has been normalized by a year, and its origin is taken as the first of March. In the model, only outcrops located south of 30°N in winter always belong to the subtropical gyre, while the others penetrate in the subpolar gyre during summer. A typical value for \( a \) in mid-lattitudes is 0.2, and for illustration, \( f_m \) has been set to the value of \( f \) at 36°N, in order to keep for simplicity the outcrop line in the subtropical gyre (between 28° and 44°N).

As shown by LP, the computation of \( d \) is constrained by the prescribed displacement of the outcrop line. For stability, \( d \) must decrease when the speed of the outcrop line exceeds the barotropic meridional velocity (detrainment period) and increase otherwise (entrainment period). Subduction only occurs during detrainment between times \( t_0 \) and \( t_2 \), satisfying

\[
\text{stability constraints}
\]

Northern Hemisphere observations show a large seasonal displacement of the outcrop lines (Levitus 1982), which reach their southernmost latitude by the end of winter, and their northernmost one by the end of summer. In the North Atlantic, they present a NW–SE tilt, and have a complex annual migration, while they remain more zonal in the North Pacific so that (1) fits better. For simplicity, following LP we model the annual migration of the outcrop by a harmonic oscillation,

\[
\text{annual oscillation}
\]

b. The mixed layer model

The effective subduction period \([t_0; t_1]\) lasts about one month, in agreement with Stommel’s demon.
The unknowns are $d(t)$ and $B_{\text{out}}[f_{\text{sub}}(t), t]$, so that we need a second relation to determine $d$. As a first step, we assume a linear relation during the first stage $\Delta t$ of the restratification process

$$d(t) = d(t_0) - k[B_{\text{out}}[f_{\text{sub}}(t), t] - B_{\text{out}}(f_0, t_0)]$$

for $t_0 \leq t \leq t_0 + \Delta t$. \hfill (20)

where $d(t_0)$ is any initial condition, $B_{\text{out}}(f_0, t_0) = -\beta \mu_y \nu_y(f_0) g/(\rho_0)$ with $f_0 = f_{\text{sub}}(t_0)$ (Fig. 2) in view of (17) and (19), and $k, \Delta t$ are given in Table 1. Equation (20) states that in early spring, the more the mixed layer gains buoyancy, the shallower it becomes. Then, we assume that $d$ remains constant,

$$d(t) = d(t_0 + \Delta t) \text{ for } t_0 + \Delta t \leq t \leq t_2.$$ \hfill (21)

which together with (19) and (20) yields $d$ during the detrainment period. Since a column subducted at time $t_1$ conserved its PV from $t_1$ to $t_0 + 1$, one has

$$\frac{f_{\text{sub}}(t_1)}{H - d(t_1)} = \frac{f_{\text{sub}}(t_0 + 1)}{H - d(t_0 + 1)}. \hfill (22)$$

which yields the initial condition for $d$ in the following year. The latter equation relates the mixed layer depth at the end of winter to that in early spring of the previous year. It is the key equation of the mixed layer model, which represents the complex physics of the entrainment period. As long as $\Delta t \geq t_1 - t_0$, the somewhat artificial assumption (21) has no influence on the mixed layer depth during the next winter. Furthermore, if the outcrop leaves the subtropical gyre at a time larger than $t_1$, the mixed layer model can also be applied from $t_0$ to $t_1$, which will be used in section 4.

The seasonal cycle is presented in Fig. 4, for the parameters listed in Table 1. It takes a few years for the mixed layer depth at the outcrop line to reach its end-of-winter equilibrium value of 125 m (not shown). Figure 4a shows the annual march of the outcrop line given by (16), which is associated with a moderate annual cycle of the surface density with 0.9\sigma_y peak to peak amplitude. From March to June, the mixed layer shoals by 40 m at the outcrop line (Fig. 4b), which corresponds to a shoaling of more than 70 m at a fixed latitude by (2). Since (19) only applies to the detrainment period, the surface buoyancy flux is only plotted for that period (Fig. 4c). During the effective subduction period (from the beginning of March to mid April), the outcrop line moves about 2 degrees northward and $d$ shoals by 30 m. The shoaling is responsible for the initial decrease of the lower-layer PV at the outcrop line (Fig. 4c, dashed line) but, by the end of March, the vorticity gain induced by the surface buoyancy input dominates the PV evolution. Columns with high PV are reentrained in the mixed layer from September to February.

It should be emphasized that the mixed layer model does not require knowing the interface depth $h$, which can then be computed from (14) and (15). This is due to the assumption of a flat thermocline bottom and a zonal outcrop line. A tilted outcrop line would couple the ventilated interior to the mixed layer.

3. Diagnostic of the surface buoyancy flux

In section 2b, the surface buoyancy flux at the outcrop line was calculated by (19) during the detrainment period. Entrainment needs to be added in entrainment periods, but this is beyond the scope of our study. Nevertheless, the surface buoyancy flux can be diagnosed by considering the buoyancy content of a fluid column that extends below the mixed layer, in order for entrainment to merely redistribute buoyancy. Consider a water column in the ventilated zone, extending throughout the mixed layer of depth $-h_0$ at $t = t_0$ (the first March) of a given year. For simplicity, we first assume that the column behaves barotropically during a one-year trajectory determined by the Sverdrup flow ($u_x, v_x$). From $t_0$ to $t_0 + 1$, the column moves to the south by $\Delta f$ (about two degrees of latitude) and accordingly, its mixed layer depth shoals by $\mu_x \Delta f \sim 10$
m) and its density decreases by $\mu_1 \Delta f$ ($\approx 0.1 \sigma_0$) (Fig. 5a). Along the course of the year, mixed layer water is added by Ekman pumping and injected into the interior by vertical advection. For simplicity, the vertical velocity is set to $w_z$ throughout the column. Following Stommel (1979), the tracking of the water parcels provides a mean to compute the density profile in the interior. Consider a water parcel at depth $z$ and time $t$. It has previously left the mixed layer at time $t_i(z, t)$ and latitude $f_i(t_i)$, which are easily determined by $v_B$. Since the mixed layer density was $\rho_o(t_i, f_i)$, we have $\rho(z, t) = \rho_o(t_i, f_i)$. The calculation is illustrated in Fig. 5b. From $t_0$ to $t_0 + \frac{1}{2}$, the seasonal pycnocline has formed and the mixed layer shoaled by $\approx 100$ m. From one winter to the next, however, the former is eroded and only a small volume of stratified water escapes to be reentrained in the mixed layer.

As shown by Marshall et al. (1993), the buoyancy content of the column beneath the Ekman layer is governed by the surface buoyancy flux $B_s$, the Ekman buoyancy transport $B_e = -(g/\rho_o) V \frac{d \rho_o}{dz}$, and the divergence of the vertical transport of buoyancy within the column $B_v = w_z (\rho_m - \rho_e) / \rho_o$, where $\rho_o$ denotes the density at the bottom of the column:

$$\left( \frac{\partial}{\partial t} + u \frac{\partial}{\partial x} + v \frac{\partial}{\partial y} \right) \rho \int_{-h_0}^{0} - \left( \frac{g}{\rho_o} \right) dz$$

$$= B_s - B_e + B_v.$$  \hspace{1cm} (23)

By the thermal wind relation, a meridional density gradient in the interior gives rise to a vertical shear of the zonal geostrophic velocity, which should be added to $u_w$ in (23). However, since neither the mixed layer density nor the meridional velocity is $x$ dependent, the subduction does not create any zonal density gradient in the interior on which the baroclinic flow could act. Hence our initial assumption of barotropic displacement does not affect the buoyancy budget of the column. Note that the baroclinic advection effect has been found to be negligible in a more general setting (e.g., Marshall et al. 1993; Paillet and Arhan 1996). Since $B_s$ and $B_e$ are easily derived from (3) and (4) using $\rho_o(t) = \rho(z, t)$ at $z = -h_0$, (23) provides a diagnostic relation between the buoyancy content of the column and its surface buoyancy flux, which can be integrated over the detrainment and the entrainment periods [approximated respectively as $(t_o; t_0 + \frac{1}{2})$ and $(t_0 + \frac{1}{2}; t_0 + 1)$], or during a whole year between $t_0$ and $t_0 + 1$. As summarized in Table 2 for the experiment in Fig. 5, the annual mean surface buoyancy flux is negative, as the buoyancy loss in the entrainment period is larger than the buoyancy gain in the detrainment one. In the latitude band covered by the chosen column, the annual Ekman buoyancy transport is not negligible but exceeds the buoyancy gain $\Delta B$ between consecutive winters, like the annual divergence of vertical transport of buoyancy. In the latitude range of maximum Ekman pumping, the vertical divergence of buoyancy supplies most of the column annual buoyancy gain.

It should be emphasized that the rhs of (23) is taken following the column so that its averaging corresponds to a Lagrangian average over the few degrees of latitude covered by the column during the corresponding time interval. In periods of anomalous annual buoyancy loss, it may occur that the mixed layer depth at the end of the integration is larger than the initial column depth. In this case, the latter is set to the second winter mixed layer depth. The initial density profile of the column below the mixed layer is then simply assumed to be linear with a prescribed vertical gradient $\Gamma$.

Table 2. Various mean buoyancy fluxes deduced from the integration of (23) over time ($\Delta B = \overline{B_s} + \overline{B_e} - \overline{B_v}$), for a column initially located at 21.2°N. All buoyancy fluxes are expressed in $10^{-4}$ m$^2$ s$^{-1}$.

<table>
<thead>
<tr>
<th>Detrainment mean</th>
<th>Entrainment mean</th>
<th>Annual mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_s$</td>
<td>-0.43</td>
<td>0.43</td>
</tr>
<tr>
<td>$B_e$</td>
<td>-0.59</td>
<td>-0.61</td>
</tr>
<tr>
<td>$B_v$</td>
<td>1.45</td>
<td>-0.82</td>
</tr>
<tr>
<td>$\Delta B$</td>
<td>2.47</td>
<td>-2.09</td>
</tr>
</tbody>
</table>
4. Decadal buoyancy flux forcing

In section 2b, we showed that during the effective subduction period, the PV of subducting columns is determined in the model by the mixed layer shoaling (about 30 m) and the northward displacement of the outcrop line (about 2° of latitude). The observations show similar amplitudes at the decadal timescale, as in Deser et al.’s study (1996) where a SST anomaly of 0.75 K (peak to peak, corresponding to a 3° latitudinal displacement of the outcrops) is associated with a mixed-layer depth anomaly of 20 m: the ratio of mixed-layer depth change and outcrop displacement is only a factor 2 larger than predicted here for the seasonal cycle. It is therefore likely that, in concert with the interannual fluctuations of the outcrop line, the year-to-year variations of the mixed layer depth influence the PV of the columns subducting in the permanent thermocline. As the mixed layer depth should not only depend on the instantaneous forcing, but also on past conditions, it seems necessary to take into account the seasonal cycle when representing the decadal forcing, even though it was neglected in LP. In the present paper, we consider that the outcrop line displacement is given by

\[ f_{\text{sub}}(t) = f_m [1 - a \cos(\omega yr t) + b \cos(\omega t)], \]  
which for \( \omega \ll \omega yr = 2\pi/1 \text{yr} \) represents a low-frequency modulation of the seasonal cycle.

a. Decadal modulation of the outcrop line annual march

In this section, we present the equilibrium response of our model for \( \omega = 2\pi/10 \text{yr} \) in (24). To estimate the amplitudes, we use SST observations since surface salinity fluctuations are poorly documented at low frequency. At the decadal timescale, peak to peak SST variations are \( O(1 \text{ K}) \), about five times smaller than in the seasonal cycle, which yields \( b \sim a/5 \approx 0.04 \). The mean position of the end-of-winter outcrop line is taken at 35°N so that it may penetrate in the subpolar gyre in summer, but without influencing the permanent thermocline. The mean mixed layer depth \( d \) at the end of winter is taken as \( d_0 = 160 \text{ m} \) and, correspondingly, in (20) one chooses \( k = 0.15 \text{ m/W m}^{-2} \). Otherwise, all parameters are as before. For simplicity, we discuss from now on the model forcing in terms of SST, and we prescribe the SST modulation to have an amplitude of 0.45°C. The heat flux is estimated diagnostically as in section 3.

Figure 6 shows that at the end of winter, the mixed layer depth at the outcrop line is out of phase with the prescribed SST modulation, with an amplitude of about 12.5 m, which, from (2), corresponds to local variations of \( 12.5 + 7.5 = 20 \text{ m} \). These anomalies are driven by fluctuations of the heat loss in the entrainment period reaching \(-15 \text{ W m}^{-2} \) (Fig. 7). However, during detrainment, the anomalies are of similar amplitude but opposite sign, resulting in a small annual heat flux anomaly \((-\sim 5 \text{ W m}^{-2}) \). Because the mixed layer depth changes are small in winter \( (\delta d/d_0 \sim 12.5/160 \ll 1) \) and the wind is steady, the simple heat balance

\[ d_n \frac{d \text{SST}}{dt} = \frac{Q_{\text{in}}}{\rho c_p}, \]  

Figure 7. Diagnostic of the surface heat flux for the latitude range 36°–33.5°N. The SST modulation is shown by the continuous curve (in °C), and the annual heat flux anomaly (in W m⁻²) by the the dashed line (the circles are centered on each year). The surface heat flux anomalies during entrainment (continuous line) and detrainment period (dashed line) are plotted as heavy horizontal bars.
is expected to hold, where the prime denotes an anomaly and $Q_{\text{sub}}$ is the annual mean surface heat flux which varies with latitude as $d_L$. For $d_L = 160$ m, (25) recovers an annual heat flux anomaly of $5.8$ W m$^{-2}$ in quadrature with the SST anomaly, in agreement with Fig. 7.

The lower-layer PV is mapped for April of each year of the decadal modulation in Fig. 8. The solution is only given for the ventilated zone, whose extension varies significantly from year to year. From years 0 to 4, the PV of the subducted columns is high, while it is low from years 5 to 9. These highs and lows are in phase with the modulation of the outcrop line, implying that planetary vorticity variations dominate the PV evolution of the permanently subducted columns. The role of the mixed-layer depth changes is emphasized in Fig. 9, which compares the lower-layer PV at the outcrop line during each of the ten effective subduction periods (gray line) with the PV evolution that would be predicted for a constant mixed layer depth (continuous line): the mixed-layer depth anomalies substantially reduce the PV variations since, during entrainment periods of anomalous heat gain (loss), the subducted columns have higher (lower) planetary vorticity but greater (smaller) thickness. The resulting variability in the permanent thermocline has a moderate amplitude (15 m at 32°N, Fig. 10) that decreases with latitude while being advected southward (the small bumps in Fig. 10 are associated with the yearly pulse of subduction). The maximum amplitude of the interface displacement $\Delta h$ at latitude $f$ is

$$\Delta h = f \left( \frac{1}{q_{\text{sub}}^{\text{max}}} - \frac{1}{q_{\text{sub}}^{\text{min}}} \right), \quad (26)$$

where $q_{\text{sub}}^{\text{min}}$ and $q_{\text{sub}}^{\text{max}}$ denote respectively the minimum and maximum value of $q_{\text{sub}}$ in Fig. 9.

The variability of the interface depth is related to the surface heat flux as follows. The anomalous surface heat loss in the entrainment period of a given year determines the SST and mixed-layer depth anomalies, hence the PV anomalies of the columns leaving the mixed layer in late winter (the PV and SST anomalies have the same sign). As the latter are advected, they propagate the anomalous interface depth in the permanent thermocline, lower than normal $h$ being associated with a previous surface heat gain. Figure 10 reveals an asymmetry between sharp rising and slow deepening of the interface, which, as discussed by LP, is linked to the nonlinearity of the thermocline response. Here we can relate this asymmetry to the annual surface heat flux anomalies. For instance at 31.3°N where the advective timescale is 2 years, a sharp rise of the interface is found between years 2 and 6 because of an anomalous annual surface heat loss two years earlier (Fig. 7). Since the annual heating anomalies decrease as the period of the forcing increases [see (25)], however, the thermocline response is expected to become linear at low frequency.

b. Comparison with LP

Liu and Pedlosky considered a harmonic oscillation of the outcrop line

$$f_{\text{sub}}(t) = f_m [1 + b \cos(\omega t)] \quad (27)$$

and interpreted the thermocline response to frequencies lower than annual as that to interannually varying end-of-winter mixed layer properties. The solution was periodic with the period of the forcing. For sufficiently strong amplitude and high frequency, the outcrop line velocity could be larger than the barotropic meridional one during part of the cycle, and the solution is called an entrainment solution. The annual forcing ($\omega_0 \approx 0.2$) is an example of such a solution. For small amplitude and low frequency, however, all the subducting columns reached the permanent thermocline and the mixed layer depth could be set to a constant. This was called a nonentrainment solution. LP did not discuss which one of the two solutions was relevant to the observations. However for $b = 0.04$, which was chosen above as representative of the decadal forcing, the model response to (27) is a nonentrainment solution at periods longer than 5 years (LP, Fig. 11d). The comparison in Fig. 11 with our solution (continuous line), using for LP (dashed line) a constant mixed layer depth of 160 m clearly shows that taking into account the seasonal cycle reduces the variability by a factor of $\sim 2$, independently of the frequency since the latter is found not to affect the relation between mixed layer depth and temperature at the end of winter.

As shown in Fig. 11 by the good agreement with the dot–dashed curve, the effect of the mixed layer cycle can be parameterized by linearly relating the two variables and assuming

$$\delta d = -c \delta \text{SST} \quad \text{with } c > 0. \quad (28)$$

Note that in all the solutions, the steepening of the interface diminishes when the period increases, as suggested above. The thermocline response to heat flux forcing becomes linear at $\omega \ll 2\pi/10$ yr.

5. Stochastic buoyancy flux forcing

As suggested by Frankignoul and Müller (1979), the sea surface density fluctuations in the midlatitudes are primarily driven by the day to day variability of the weather, which can be considered as a short timescale
stochastic process. The surface buoyancy forcing of the thermocline can thus be represented as a stochastic forcing problem, which is tackled here by using the parameterization (28). We assume that the SST anomalies can be modeled by a first-order autoregressive process and neglect for simplicity the salinity effects on the density fluctuations, even though they would enhance their low-frequency variance. Then, the anomalous displacement of the outcrop line \( \delta f_{\text{sub}} \) is related to the SST anomaly \( \delta \text{SST} \) by

\[
\delta \text{SST} = \frac{\mu_1}{\rho_{0} \alpha_{T}} \delta f_{\text{sub}},
\]

where \( \alpha_{T} \) is the thermal expansion coefficient of seawater, and (1) has been used. The dimensionless anomalous position \( R_{n} = \frac{\delta f_{\text{sub}}}{f_{m}}(1 - a) \) of the outcrop line at the end of winter of year \( n \) is thus related to that of the previous year by

\[
R_{n} = \alpha R_{n-1} + W_{n},
\]

where \( \alpha \) depends on the SST anomaly persistence and \( W_{n} \) is a realization of a stationary white noise process. A more refined model should represent the SST anomaly evolution throughout the year and take into account their recurrence from one winter to the next (Alexander and Deser 1995) but, for the present purpose, it is sufficient to use (30) if \( \alpha \) is representative of the year-to-year persistence of the late winter SST anomalies, which is about one year (e.g., Bhatt et al. 1998). Accordingly, the SST anomaly persistence is set to 1 yr and their variance to 0.12 \( K^2 \), which is typical of March conditions at 35°N (G. de Coëtlogon 1998, personal communication). From (28) and (29), the mixed layer depth anomaly at the end of winter in year \( n \) is \(-p R_{n}(H - d_{0})\), where \( d_{0} \) is a mean mixed layer depth (160 m) and \( p = \mu_{c} f_{m}/(c/\rho_{0} \alpha_{T})(H - d_{0}) \). The PV of the subducting columns at year \( n \) is therefore

\[
q_{n} = \frac{f_{m}(1 - a)(1 + R_{n})}{H - [d_{0} - p R_{n}(H - d_{0})]} = \frac{1 + R_{n} f_{m}(1 - a)}{1 + p R_{n} (H - d_{0})}.
\]

The solution is computed by only following one subducted column per year, instead of tracking all the subducted columns of the effective subduction cycle of that year. Depending on the anomalous position of the outcrop line during the following years, this column may be subsequently reentrained in the mixed layer. Hence the PV spectrum in the permanent thermocline is not given by (31), but it can be computed numerically from the PV time series generated by the columns having avoided to be reentrained. Eight thousand years of integration were necessary to achieve a statistical stationary state. During the experiment, the latitude of the outcrop line at the end of winter ranges between 32°N to the subpolar gyre, for a mean position of 38°N, so for simplicity the solution is presented for latitudes lower than 32°N.

Figure 12 is a variance conserving plot of the PV in the permanent thermocline, south of 32°N. It is latitude independent since the same PV time series is obtained at each latitude, time shifted by the appropriate advective time. The variance is concentrated near the decadal frequency, and the PV anomalies have a decorrelation time of about 2 yr. The power is white at low frequencies.
and decays approximately as $\omega^{-2}$ at high frequencies ($\gg 2\pi/10$ yr). For comparison, the PV spectrum deduced from (31) is also plotted in Fig. 12 (dotted line). At low frequencies where the anomalous outcrop line velocity is small, subducting columns escape to be subsequently reentrained in the mixed layer (nonentrainment solution of LP) so that the two spectra are very close. This result extends to broadband forcing the frequency independence and linearity of the interior response to heat flux forcing at low frequency. Because of the assumption of a flat thermocline bottom, the interface depth is a solely function of PV, $h(f, t) = H - \int q(f, t)$, and its spectrum is very similar, except for a quadratic dependence of the power on the Coriolis parameter (note the different representation in Fig. 13). Note that the 2-yr decorrelation time of the thermocline anomalies results from two timescales. The first is associated with that of the SST anomalies, which sets the memory for $q_n$ from one winter to the next. The second is an advective timescale set by the barotropic meridional velocity $v_B$ and the standard deviation of the outcrop line displacement. For the standard model parameters, the two timescales are of about 1 yr and both contribute to the decorrelation time. Neglecting the SST anomaly recurrence from one winter to the next would have halved it. In corresponding simulations (not shown), the maximum variance was found

**Fig. 11.** Anomalies of the interface depth (in m) deduced from LP solution (dashed line) and our solution (continuous line) for various forcing frequencies but the same forcing amplitude. Top: $\Omega = 2\pi/5$ yr, middle: $\Omega = 2\pi/10$ yr and bottom: $\Omega = 2\pi/20$ yr. Also drawn is the approximate solution (dot-dashed line) calculated with (28), using $c = 10$ m/0.5°C.
indeed near the 5-yr period, as the decorrelation time would then be set by advection alone.

Since the anomalous PV at the outcrop line is correlated with the SST anomaly by (31), there is a lagged correlation between local PV or interface depth anomalies (advected downstream) and SST anomaly (latitude and longitude independent). This signature of the heat flux forcing is illustrated in Fig. 14, which shows the cross-covariance function between SST and interface depth anomalies at 30° and 20°N. A positive SST anomaly is associated downstream to a positive interface depth anomaly (positive PV anomaly) so that there is a positive peak in the cross-covariance function when SST leads the interface depth by the appropriate advective timescale (9 yr at 20°N and 3 yr at 30°N). The amplitude of the peak is smaller at 20°N because the variance of the interface depth is smaller at low latitudes.

6. Conclusions

As a simple dynamical framework to study the decadal buoyancy forcing of the subtropical gyre, we have used a two-layer planetary geostrophic model with a seasonally varying surface mixed layer. The model was forced by prescribing the displacement of the first layer outcrop line, or equivalently the sea surface density, while the surface buoyancy flux was diagnosed. The depth of the mixed layer was calculated from the prescribed outcrop line displacement, albeit in a simplified manner. Attention was restricted to the ventilated interior, where the dynamics are governed by a balance between local Ekman pumping, local thermocline response, and southward advection by the Sverdrup flow. As in LP, the mixed layer and the ventilated interior were decoupled by assuming a flat thermocline bottom and no $x$ dependence for the mixed layer depth and density.

The model has been applied to a decadal modulation of the seasonal cycle of the mixed layer, using SST data to quantify the buoyancy forcing. The thermocline re-

---

**Fig. 12.** Variance conserving plot of the PV spectrum in the ventilated interior (continuous line) south of 32°N, and of the spectrum based on (31) (dashed line). The spectrum is expressed in units of $10^{-4}$ and the PV has been normalized by $f_a(1 - a)/(H - d_0)$.

**Fig. 13.** Log-log plot of the interface displacement spectrum at 30°N.

**Fig. 14.** Cross-covariance function between SST and interface depth anomalies (in m °C). The SST leads at negative lags.
response was found to be of moderate amplitude (15 m) but nonlinear, with a sharp rise and a slow decrease under harmonic modulation, which were related to periods of anomalous annual surface heat loss and gain. However, as the latter tend to zero as the period of the forcing increases, the thermocline response becomes linear at very low frequency. In the model, the decadal mixed-layer depth variations play an important role in modulating the PV of the ventilated interior because the variations of the planetary vorticity acquired by the subducting columns are of the same order as the PV anomalies induced by the mixed-layer depth fluctuations. Since they are of opposite sign, they limit the amplitude of the interior PV fluctuations, which explains why we find a thermocline variability twice smaller than in LP, who neglected the seasonal cycle and used a constant mixed layer depth.

Stochastic buoyancy forcing has also been simulated, using SST anomaly observations to specify the outcrop line displacement spectrum. Although the latter was assumed to be white for periods greater than a few years, the interior PV and interface displacement had a red spectrum, with maximum variance at decadal frequency. The cross-covariance function between interface depth and SST anomalies was furthermore predicted to peak when the latter leads the former, the time lag being simply determined by the advection of the subducted columns. These statistical signatures could be tested with sufficiently long observations or model simulations.

Unfortunately, the observations are limited. Levitus (1989) found an important rising of isopycnals in the North Atlantic between 1955–59 and 1970–74. The $\sigma_g = 26.5$ surface, which can be compared with the interface in the two-layer model, showed the largest signal, ranging between 150 m at the western side and 20 to 40 m at the eastern side. The latter figure is in good agreement with our prediction for a comparable SST cooling (0.5°–1°C), but there is no western intensification in our simple model. However, using a general circulation model, New and Bleck (1995) suggested that buoyancy forcing could be responsible for the larger western signal found by Levitus. Deser et al. (1996) reported that the decade-long cooling of the central Pacific between 1970 and 1991 was associated with out of phase SST and mixed-layer depth fluctuations. The ratio was typically 0.75°C/20 m, in reasonable agreement with our mixed-layer model predictions, but the subsequent isotherm displacement in the upper thermocline was about 50% larger than calculated here. However, these subducting thermal anomalies were analyzed in more details by Schneider et al. (1999), who showed that they were amplified by local forcing southward and baroclinic wave propagation associated with La Niña events. The observations may thus conform more nearly to our predictions.

A major limitation of this study is the assumption of a flat thermocline bottom, which in effect filters out the first baroclinic mode, even though Huang and Pedlosky (1999) have shown by comparing the steady-state response of more realistic models to different buoyancy forcings that the changes in the first baroclinic mode were small. A related limitation is that only barotropic meridional advection can propagate the thermocline anomalies in the ventilated zone since there can be no zonal gradient of potential vorticity, hence no Rossby waves, with a zonal outcrop line and a flat thermocline bottom. The influence of baroclinic advection should be studied by relaxing these two assumptions; the mixed layer would then be coupled with the interior circulation since anomalous geostrophic currents may alter in return the outcrop line displacement. Finally, the atmospheric forcing needs to be better represented. The assumption of a steady wind is not realistic since in reality buoyancy and mechanical forcing are coupled. Studying their joint influence on the thermocline would require a more refined mixed layer model that responds to wind mixing and a varying thermocline bottom since the first baroclinic mode is efficiently excited by Ekman pumping (Frankignoul et al. 1997).

Acknowledgments. We would like to thank Jérôme Sirven for fruitful discussions and Arthur Miller for stimulating comments. Support from the European community (ENV4-CT95-0101) is also acknowledged.

APPENDIX

Interface Depth Equation in the Ventilated Zone

Using (5) and (6), (11) can be rewritten as

$$\frac{\partial}{\partial t} \left( \frac{f}{H - h} \right) + \frac{1}{f} \int_{r}^{s} \left[ \gamma(\eta - h) - \gamma_{0}h_{m}, \frac{f}{H - h} \right] = 0,$$

(A1)

where $J$ denotes the Jacobian, while (8) and (10) enables one to eliminate $\eta$:

$$\frac{\partial}{\partial t} \left( \frac{f}{H - h} \right) + \frac{1}{f} \int_{r}^{s} \left[ \frac{p_{g}}{\rho_{o}} - \frac{1}{2H} \gamma_{0}h_{m}^{2}, h \right] - \frac{\rho_{o}}{2f^{2}} \left( 1 - \frac{h}{H} \right) \frac{\partial}{\partial h} \left( \gamma h^{2} \right)$$

$$= - \left( 1 - \frac{h}{H} \right) w_{s}.$$

(A2)

Introducing the Rossby celerity $c_{R}$, the zonal density current $u_{ml}$ in the mixed layer, and the zonal barotropic current $u_{b}$ given by

$$c_{R} = - \frac{\beta}{H f^{2}} \frac{\gamma_{0}(H - h)}{H f^{2}},$$

$$u_{ml} = - \frac{1}{fH} \frac{\partial}{\partial r} \int_{-h}^{0} \gamma_{m} z d\zeta = \frac{1}{2fH} \frac{\partial}{\partial r} \left( \gamma_{0}h_{m}^{2} \right),$$

(A3)

$$u_{b} = - \frac{1}{fH} \frac{\partial}{\partial r} \frac{p_{b}}{\rho_{o}} = - \frac{x}{fH} \frac{d}{df} (f^{2} w_{s});$$
(A2) can be rewritten as
\[
\frac{\partial h}{\partial t} + (u_B + c_h + u_{ML}) \frac{\partial h}{\partial x} + u_B \frac{\partial h}{\partial y} = -\left(1 - \frac{h}{H}\right) w_r, \tag{A4}
\]
which in characteristic form is
\[
\begin{align*}
\frac{dt}{ds} &= 1 \\
\frac{dx}{ds} &= u_B + u_{ML} + c_h \\
\frac{df}{ds} &= f w_r \\
\frac{dh}{ds} &= -\left(1 - \frac{h}{H}\right) w_r.
\end{align*} \tag{A5}
\]
Here \(s\) is the distance along a characteristic curve from its initial position. The latter satisfies
\[
[t, x, f, h] = [t_i, x_i, f_i, h_i] \quad \text{for} \quad s = 0. \tag{A6}
\]
The shadow zone is defined as the region covered by characteristics satisfying \([t, x, f, h] = [t_i, 0, f, h_E(f, t)]\) where \(h_E(f, t)\) is the interface depth at the eastern boundary. Note that because the depth and density of the mixed layer are longitude independent, one has \(h_E(f, t) = d(t)\) at \(f = f_{sub}(t)\). The recirculation zone is the region covered by characteristics satisfying \([t, x, f, h] = [t_i, x_W, f, h_w(f, t_i)]\) where \(h_w(f, t)\) is the interface depth at the western boundary.

We focus our attention on the ventilated region where the characteristics originate from the outcrop line, with
\[
[t, x, f, h] = [t_i, x_i, f_{sub}(t_i), d(t_i)]. \tag{A7}
\]
Two equations can be derived from (A5). First, since
\[
\frac{df}{ds} = \frac{f}{H - h} \frac{dh}{ds} + \frac{f}{(H - h)^2} \frac{dh}{ds} = 0, \tag{A8}
\]
PV is conserved following the characteristic,
\[
\frac{f}{H - h} = \frac{f_i}{H - h_i}. \tag{A9}
\]
Second, rewriting the second line of (A5) as
\[
\begin{align*}
\frac{dx}{ds} &= \frac{dx}{df} f w_r = \frac{-x}{f H} \frac{df}{dH} (f^2 w_r) - \beta \gamma (H - h) \frac{f^2 H}{f H} \\
&\quad + \frac{\beta}{f H} \frac{d}{dH} \left(\frac{1}{2} \gamma_m h_m^2\right), \tag{A10}
\end{align*}
\]
where we have used (A3), and integrating along the characteristic of initial condition \([t, x, f, h]\), we find after some algebra
\[
xf^2w_r(f) = x_i f_i^2w_r(f_i) + \beta \left[\frac{1}{2} \gamma (h_i^2 - h^2) + \frac{1}{2} \gamma_m h_m^2(f) - \frac{1}{2} \gamma_m h_m^2(f_i)\right]. \tag{A11}
\]
The values of \(f\) and \(h\) propagated by each characteristics only depend on \(t_i\) since, from (A5) and (A7), \(df/ds = w_r = w_r(f, h)\) and \(H = H[1 - f f_{sub}(t_i)(1 - d(t_i)/H)]\).

Characteristics with a different \(x, (x_i \in [x_W, 0])\) propagate, therefore, a similar value of \(h\) and \(f\), but they reach a different longitude in view of (A11). The easternmost characteristics emanating from the outcrop line verify \([t_i, x_i, f_i, h_i] = [t_i, 0, f_{sub}(t_i), d(t_i)]\) and define the boundary \(x_{SZ}(f, t)\) with the shadow zone, satisfying
\[
x_{SZ} f^2w_r(f) = \frac{\beta}{2} [\gamma (h_i^2 - h^2) + \gamma_m(h_m^2(f) - h_m^2(f_i))]. \tag{A12}
\]
The westernmost characteristics emanating from the outcrop line verify \([t_i, x_i, f_i, h_i] = [t_i, x_W, f_{sub}(t_i), d(t_i)]\) and define the boundary \(x_{RZ}(f, t)\) between the recirculation and the ventilated zone, satisfying
\[
x_{RZ} f^2w_r(f) = x_{SZ} f^2w_r(f) + x_w f^2 w_r(f_i). \tag{A13}
\]
Between \(x_{SZ}(f, t)\) and \(x_{RZ}(f, t)\), the solution is longitude independent.
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